An application of speckle-based background oriented schlieren for optical microcalorimetry
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ABSTRACT

The aim of the present study is to validate an experimental method of in-fluid enthalpy variation measurement by means of Speckle-based Background Oriented Schlieren (SBOS). The method applies on resolving the millijoule thermal-energy transfer to fluid induced by an electric discharge in air. Intensified camera is used to match the electric discharge exposure time constraint. Speckle is used as the reference pattern as it allows an easier access to high density pattern for subcentimetrics imaging. Geometrics optics principles are used to extract line of sight integrated index of refraction. Local density field is then computed through filtered back projection of Gladstone-Dale equation. The method is first validated in close experimental conditions provided by the density measurement of a millimeters-dimensions CO gaseous laminar jet. An analysis on the jet gives useful insights on noises sources and uncertainties of the method which is then transposed to the discharge. Results of enthalpy measurements are discussed.

1. Introduction

Ignition and flame stabilization in combustible mixtures are among the most challenging problems in fundamental and applied combustion research (Glassman and Yetter 2008). In particular, control of ignition in helicopter engines is a key point to achieve better performances. As an example, capability of a quick engine relight in case of a flameout at high altitudes and low combustor pressures is extremely desirable. The first step in the ignition process is creation of a small-size flame kernel by the ignitor. Initial behaviors of this flame kernel depend on the energy release to the flow by the ignition system. For this purpose, new ignition concepts are studied using laser ignition (Tauer, Kofler and Wintner 2010), corona discharge ignition (Bellenoue and al. 2007), radiofrequency ignition, nanosecond repetitive pulse discharge (Grish and al. 2011) (Pancheshtnyi and al. 2006) (Xu 2013). Some of them are still based on electrical discharges. Then energy released to the flow and electrical consumption must be determined in order to be able to really compare efficiency of such ignition system. Several methodologies are developed to quantify the thermal energy release to the flow like
Methodology described in the paper is the use of a quantitative Background Oriented Schlieren (BOS) (G. Meier 1999) (Dalziel, Hughes and Sutherland 1998). BOS is based on the refractive index variation of fluid due to density gradients. Variations of refractive index due to density gradient have been qualitatively used for a long time to perform visualizations, like shadowgraphy or schlieren, in compressible flow or reactive case.

Principles of implementation of the method are quite simple, as it only requires a single camera, a static structured background and a computer for processing. Images are taken with and without optical distortion. A numerical comparison of both images is done using cross-correlation algorithms and gives out the integrated displacement vector which then, through further calculation yields other physicals according to the measured medium properties.

On a quantitative level, numerous works illustrate BOS rendering capabilities and emphasize BOS qualitative measurement qualities as it provides a wide adaptable sensibility range and acquisition field size. BOS has been applied to most conventional schlieren case of application, as several studies shows. Quantitative measurement can also be achieved and physical field measurement of density (Elsinga and al. 2004) (Hargather and Settles 2012) (Meier and Venkatakrishnan 2004) (Ota, Hamada and Maeno 2010) and temperature in reactive fluids (Iffa, Aziz and Malik 2011) has been achieved. Elsinga (Elsinga and al. 2004) and Hargather (Hargather and Settles 2012) works provide comparisons between BOS and other quantitative schlieren methods, with respectively calibrated colored schlieren and calibrated schlieren, and shows results within 2-3% of theory which sets BOS quantitative capabilities.

Recently, Meier (Meier and Roesgen 2013) proposed using the speckle of a laser as a background (SBOS). SBOS allows for fine dynamic tuning over background spatial resolution even at high optical magnification.

The objective here is first to achieve a quantitative measurement of the density and assess the temperature distribution in the electric discharge kernel. The integration of the temperature field over the kernel then yields a quantitative enthalpy measurement. The method is first applied on the analysis of a laminar low Reynolds CO, jet. It provides results which allows for uncertainty and noise investigation of the method which is then applied to electric discharges where enthalpy measurement is performed.
2. Method
2.1. Optical configuration and signal origin

In this section we introduce the optical concepts and hypothesis that link the integrated refraction index to the measured displacement field. The optical configuration is similar to the one described in Meier (Meier and Roesgen 2013).

Schlieren method is based on the principle that when propagating through optically heterogeneous medium, the light ray trajectory bends according to refractive index gradient. Such a behavior is mathematically modeled by the eikonal equation. If one suppose the $z$-axis of a right-handed Cartesian $x,y,z$ coordinate system being the direction vector of the undisturbed light ray, the eikonal equation yields the resulting curvature which is then given by

$$\begin{align*}
\frac{\partial^2 x}{\partial z^2} &= \frac{1}{n} \frac{\partial n}{\partial x} \\
\frac{\partial^2 y}{\partial z^2} &= \frac{1}{n} \frac{\partial n}{\partial y}
\end{align*} \tag{1}$$

One can integrate those equations along the light path $\mathcal{C}$ which yield the schlieren intrinsic angular ray deflection $\varepsilon$ and its components along $x$ and $y$,

$$\begin{align*}
\varepsilon_x &= \frac{1}{n} \int_\mathcal{C} \frac{\partial n}{\partial x} \, dz \\
\varepsilon_y &= \frac{1}{n} \int_\mathcal{C} \frac{\partial n}{\partial y} \, dz
\end{align*} \tag{2}$$

Doing so, one should keep in mind that because $\varepsilon$ results from integrating a gradient, the local measurement obtained at the end should only be a refractive index variation. One can estimate the expected maximum intensity of $\varepsilon$ based on the deviation that would occurred at the extremity of a gas sphere of refractive index $n$ placed in a fluid of refractive index $n_0$ based on Keagy’s (Keagy, Ellis and Reid 1949) calculations. It roughly gives

$$\varepsilon_{max} \sim 2 \left( \frac{n}{n_0} - 1 \right) \tag{3}$$

Usually refractive index is not the measure of interest. In fluids, the Lorentz-Lorenz equation states a relation between refractive index $n$ and density $\rho$ which can be simplified as the known Gladstone-Dale equation

$$n - 1 = \rho G \tag{4}$$
$G$ is the Gladstone-Dale constant which can be found in tables or calculated based on refractive index measurement and volumic mass calculation in the respective conditions. The same variation on $n$ is thus observed on $G$ which depends mainly on both the fluid composition and the wavelength used. In BOS configuration, the angular intrinsic deflection is materialized on a screen through a mirage effect which is a function of the optical collection configuration and efficiency (Fig. 1).

![Diagram](image)

**Fig. 1**: Geometry of BOS configuration with negative focus to subject field distance

Simple geometrical considerations based on Fig. 1, assuming optical Gaussian conditions and near axes ray light yields expression of the integrated displacement field $\delta$ as

$$\delta = lM\varepsilon$$

(5)

Where $M$ is the optical magnification of the optical system (i.e. the magnification measured in the in-focus field) and $l$ the « defocusing » distance. $A = lM$ can be considered as the optical amplification constant. Most published works have so far used Eq. (5). One should notice that doing so, one makes the hypothesis that the distortion happens in one unique refraction plan therefore that the radius of the schlieren object $w$ is negligible compared to the defocusing distance. The recent work of van Hinsberg & Rösgen (van Hinsberg and Rösgen 2014) emphasize the importance of this hypothesis and shows that the error ratio between the measured, under the precedent hypothesis, angular deviation $\varepsilon$ and the real deviation $\varepsilon_{th}$ can be estimated by

$$(\varepsilon_{th} - \varepsilon)/\varepsilon = w/l$$

(6)

When considering microscopic application or simply when increasing the spatial resolution of any BOS system, $M$ should increase. At a constant $A$, it implies that $l$ should decrease which then results in a loss of accuracy because of an increasing $\varepsilon/\varepsilon_{th}$ error ratio. As seen on most BOS picture the in-
schlieren plane objects often look blurry because of defocusing. Although most works emphasize on keeping the schlieren object as close as possible to the depth of field, it is often not a possibility. Blurring results in an averaging of the measured physical refractive index gradient. The work of Gojani and al. (Gojani, Kamishi and Obayashi 2013) gives an estimation of the consequences of the intrinsic blur on spatial resolution in BOS configuration. Blur seemingly adds to the signal a sliding averaging window convolution which width should be at least of $d_{av}$ dimensions (Fig 2).

$$d_{av} = \frac{l M}{N 1 + M} \quad (7)$$

Where $N$ is the f-number of the optical system, $N = f/D$ where $D$ is the optical system effective aperture diameter and $f$ the focal length of the aperture lens. $M$ is the absolute value of magnification. Depending on the optical configuration, $d_{av}$ may slightly differ from the optic blur observed considering focus rays traced back from the refractive plan. When looking for optimal BOS configuration, one should then notice that the blur spatial averaging scales proportionally to the defocusing distance. One may then mitigate this effect by adjusting $D$, the aperture diameter. A direct consequence of that spatial averaging is that it put an upper limitation to BOS signal amplification value $A$ which would then depend on intrinsic schlieren signal $\varepsilon$ and spatial dimension, $w$. Any BOS design at early design phase should observe Eq. (3) (5) and (7) as rough resolution limits of any system can then been easily estimated before engaging in any measurement.
2.2. Speckle-based Background Oriented Schlieren

Implementation of BOS is quite simple as it technically only requires a background and a camera to work. On a first approach, one should notice that because cross-correlation algorithm from PIV applications are used to determine displacement, therefore any background looking like a PIV-seeded flow will give good results for BOS. For qualitative and visualization purposes, it is easily evidenced that any contrast with enough contrast will work for the algorithm. Several backgrounds have been used to obtain quantitative measurement on density, such as dot printed black and white ones (Elsinga and al. 2004), printed black and white wavelet noise (Iffa, Aziz and Malik 2011) or regular colored grid (CGBOS (Ota, Hamada and Maeno 2010)). More recently the work of Meier (Meier and Roesgen 2013) introduces the speckle of a laser as a background choice. Speckle photography already used likewise configurations (Fomin 1998) except that computation capacity and algorithm as well were not in place at the time it was considered. Eq. (5) still stands in speckle configuration, furthermore this time, speckle being observed in the focal plan, one can work with negative value of defocusing distance. According to Meier (Meier and Roesgen 2013) compared to an equal but positive sign distance, working with negative distance greatly increases sensitivity. Such configuration proves to considerably reduce the distance needed to achieve equivalent sensitivity with positive distance.

Speckle patterns are of interferential nature and are formed when scattered, i.e. therefore spatially randomly phased, coherent light interfer on a sensor surface. It can be shown (Fomin 1998) that when collecting the speckle through an optic system, the speckle dot mean « diameter », i.e. characteristic size, \( \Delta_s \) is such as

\[
\Delta_s \approx 1.22 \lambda N^{1+M/M}
\]  

(8)

Where \( \lambda \) is the wavelength of the coherent light. As of Eq. (8), \( \Delta_s \) varies in regard of the collection system exit pupil diameter which is easily experimentally verified. PIV software criteria advices using dots of 2-5 pixel/dots to achieve optimum spatial resolution, then when looking at investigating small dimension, printing resolution can become an issue (looking at more than 1200dpi). When working with speckle this problem is overcome by increasing the diaphragm opening which indeed may result in a loss of gradient resolution given equation (7).
3. Experiments
3.1. Reference flow configuration and motivations

Our objective is to achieve a small enthalpy variation measurement in electrical discharges kernel by SBOS through refractive index measurement. In order to validate the SBOS configuration we ought to find a suitable configuration close in dimension and $\varepsilon$ to discharge kernel conditions. Discharge energy transfer efficiency and kernel dimensions found in literature (Maly 1984) considering an energy deposit of 40mJ, under hypothesis for the kernel gas we extensively discuss in following sections and using Eq. (3) it yields $\varepsilon_{\text{max}} \sim 3.4 \times 10^{-4}$ which is relatively close in magnitude to CO, observed in air at ambient conditions $\varepsilon_{\text{max.CO}_2} \sim -3.10^{-4}$rad. Although the difference of density gradient direction may affect the overall physic of each phenomenon, following Eq. (5), the only noticeable difference, from the method perspective should only be in the displacement direction and should not affect the measurement. The validation is thus made on the resolution of density of a CO, laminar jet.

![Fig. 3: Schema of flow configuration](image)

The gas is supplied by a 4bar, 10L CO$_2$ pressure tank (gas impurities <50ppm), the nozzle inside diameter is of 4mm and consist of a machined 6x4mm tube at a 11.5° angle. To ensure ideal steady flow conditions, the 4mm diameter is reamed on 60mm long. Estimations based on upstream pressure yields a Reynolds number, calculated with nozzle diameter, low enough (estimated to be around 40) to ensures laminar flow in steady conditions. Pressure expansion is low enough to suppose that CO, temperature variation is negligible. As BOS measurement only gives a differential density measurement, ambient temperature is measured in the room, $T_0 = 20.0 \pm 0.5^\circ C$ and pressure is supposed to be $p_0 = 1.00 \pm 0.01$bar which yields $\rho_{\text{CO}_2} = 1.806 kg/m^3$ and $\rho_{\text{air}} = 1.190 kg/m^3$. 
3.2. Optical configuration

The coherent source is a diode-pumped continuous solid-state laser (MxL-F, $\lambda = 532\text{nm}$, 3W) which emission power is stabilized in steady conditions at 1%. The beam is expanded through a collimator. Parallel beams expanded to a 45mm diameter impact a 1mm width ground glass which produces the speckle by scattering effects (Fig. 4).

![Fig. 4: Schema of optical configuration](image)

Our optical collection system consists of two lenses, of focal length and center respectively $O$ and $f_1 = 500\text{mm}$ and $O'$ and $f_2 = 300\text{mm}$, and of a diaphragm, focus the speckle light on the naked camera sensor plan. The camera used is a PiMax 1k GenII RB-SG, CCD intensified camera with a 1Hz acquisition which suits the need for the short exposure time required. Intensification is channeled using fiber optic coupling which greatly reduces loss of resolution and distortion. Under laminar conditions, close to the nozzle, flow is supposed to be axisymmetric enough to consider a single view for tomography. Pixel size is $c = 13\mu\text{m}$. Optimum quality/exposure time ratio has been found using a 250 (on a maximum of 255) intensifier gain value, and 65% of the maximum laser power (as to avoid photocathode damaging during long acquisition). Although the whole discharge process takes about 2.5ms, rapid advection movement occurs therefore the exposure time is chosen as short as possible. The best trade-off, imaging-wise, is found for $1\mu\text{s}$ exposure time which is thus also used for the CO$_2$ jet. The lenses positioning was $AO = 170\text{mm}$, $OO' = 492\text{mm}$ and $OA' = 500\text{mm}$ which ensures a global magnification ratio of $M = -1.0$. The diaphragm positioned at C, is closed at 5mm in diameter which, at a distance $CO' = 45\text{mm}$, yields an effective exit pupil diameter of $D \approx 5.32\text{mm}$. This configuration yields a speckle size of $61.6\mu\text{m}$ which is about 4.7px which fits PIV software requirements. The defocusing distance is $l = -80\text{mm}$
Fig. 5: Example of reference image under no-flow condition (a) and mean displacement magnitude field in pixel (b), in each case radius is the distance from the center of the nozzle.

Fig. 5 gives a quantitative idea of the overall image acquisition quality (Fig. 5a) obtained under no flow conditions and the mean displacement intensity (Fig. 5b) of the CO2 flow. The nozzle edge, at the bottom of the image, appears blurry and the speckle which constitutes the background, remains sharp as expected.

4. BOS processing

The acquisition is made on 100 images at a 0.2Hz camera frequency, the same reference image is being used for each of them. The CO2 jet acquisitions are processed with MatPIV (Sveen 2004). Given a maximum displacement $\delta_{max} = 3px$, the MatPIV multipass interrogation windows starting at 32x32 and finishing at 16x16 is used with a 87.5% overlap. Based on the final interrogation window size the spatial resolution achieved is $\Delta x = 0.208mm$. An important overlapping is used, which may not be an optimum, but prevents discretization issues in onwards gradient integrations. Overlapping does not yield truly independent vectors (Raffel, Willert and Kompenhans 1998), which even if they aren’t proper individual measurements at least act as relevant and precise interpolations. Images of 1024x1024px yields a field of 505x505 vectors. A mean displacement field is then computed. Displacements field must then be integrated. Therefore two possibilities exists, one can solve the tomography problem, obtain the gradient field which is then integrated. The other way is to notice that because the derivation is orthogonal to the integration, one can first integrate, then solve the tomography problem. In respect of Leibniz integral rule, Eq. (2) coupled to Eqs. (4) and (5), then yields the following system to integrate

$$\begin{cases}
\frac{\partial \delta_x}{\partial x} = \frac{\partial}{\partial x} \int_0^\delta \rho(x, y, z) \, dz \\
\frac{\partial \delta_y}{\partial y} = \frac{\partial}{\partial y} \int_0^\delta \rho(x, y, z) \, dz
\end{cases}$$

(9)
Gladstone Dale constant is set from tables (Fomin 1998) with $G = 0.229 \text{cm}^3 / \text{g}$ and refractive ambient air index is taken at $20^\circ \text{C}$ and $p = 1 \text{bar}$, $n_0 = 1.00027$. Differentiation and sum of (9) system’s equations yields the Poisson equation which is classically solved in BOS. A rather quicker way to solve this system is to directly integrate the displacement line by line which induces a lot less smoothing than the elliptical solution. Integration is performed along the direction which present best signal to noise ratio. The line of sight integrated density (projection) is then processed through the inverse Radon transform where the usual Ram-Lak ramp filter is modulated by an Hamming window. The window filtering greatly attenuates the projection high frequency spatial components which are assumed to be mainly noise related and may therefore be reduced to negligible values without affecting the density distribution (Meier and Venkatakrishnan 2004). Additional filtering by directly truncating high frequency noises (up to the Nyquist) using a reduced windows width was not required.

5. Validation results

Flow is estimated to be laminar thus supposed to present relatively stable parallel and axisymmetric conditions at nozzle exit along several diameters. On the jet, one reference image is taken then a hundred acquisitions are made. For each, a displacement field is computed. BOS processing is then applied to the averaged displacement field. Left Fig. 6a shows the density profile in the jet averaged along the axis on a one diameter (4mm) distance from the nozzle tip. As expected, consequences of the reconstruction filtering, the radius density profile are rather smooth and show no high frequencies. The mean difference of density measured at jet core on 4mm long is 2.3% less than expected, which yields a 0.8% error on CO density. The jet sides show gradients spread on a 1.77mm distance, measured for a variation from 10% to 90% of maximum density. This value should be compared to the spatial resolution superior limit calculated from Eq. (7) which yields $d_{av} = 0.86 \text{mm}$. Right Fig. 6b presents the reconstructed, on 4mm long, jet density at core. Its presents clear stochastic oscillations of 3.5% around the mean value. These oscillations do not disappear after temporal averaging operations thus are not assumed to be related to any oscillating jet instability.
Fig. 6: Density distribution shape taken on 4mm above nozzle exit (a) and density in the jet core \( r=0 \) (b) Averaging lowers to negligible value any MatPIV induced peak-locking (as noted in (Atcheson, Heidrich and Ihrke 2009)). Fig. 7 shows displacement profiles along a radius at \( y = 1.34 \text{mm} \) and \( y = 2.84 \text{mm} \) which are the position of the two extremes value of Fig. 6b, which look almost identical. Those profiles present the same medium-high frequency oscillations as observed on the Fig. 6b.

![Figure 6](image1.png)

**Fig. 6**: Density distribution shape taken on 4mm above nozzle exit (a) and density in the jet core \( r=0 \) (b)

In SBOS as in BOS, noises origin from both step of the density field measurement, the acquisition and the reconstruction. During the acquisition, typical BOS noise sources are mainly camera sensor intrinsic noise (i.e. CCD dark current), vibration of the pattern generator (e.g. the ground glass in SBOS or the screen in BOS), local room temperature gradient and intensification noise in our case. Fig. 8 shows the typical remnant noise in reference images cross-correlations which consists in high frequencies (superior to \( 4\mu m \)) background displacement fluctuation for which part of it can actually be considered as speckle luminous intensity locally waves during acquisition. Reconstruction first step, cross-correlation presents an intrinsic uncertainty which may be considered as a white noise during the reconstruction and may largely account for what is seen on Fig. 8. Vibration effects may introduce a displacement bias which may be compensated. Considering the refractive object axisymmetric, the overall average of the displacement field

![Figure 7](image2.png)

**Fig. 7**: Displacement profiles at extreme Fig. density fluctuation values
should be zero and therefore before reconstruction, the field residual mean displacement is
subtracted.

![Fig. 8: Mean horizontal displacement (a) and displacement RMS (b) in pixels between 10 references images](image)

A first approach on an estimation of the uncertainty on density profile measurement (Fig. 6a.) can
be given by applying a logarithmic differentiation on integrated Eq. (9). On \( \delta_x \) it yields

\[
\Delta l / l = \Delta n_0 / n_0 + \Delta G / G + \Delta M / M + \Delta l / l + J \tag{10}
\]

Where \( J \) is the term that accounts for the uncertainty on the integral of the displacement profile
and is detailed hereafter. First four terms are easily estimated with the first one been negligible
and the uncertainty on the Gladstone-Dale constant too (Bideau-Mehu and al. 1973). The
magnification M measurement is done, measuring an object in the focus plan, knowing its
dimension \((1.98 \pm 0.01 \, \text{mm})\), measuring its size in pixel \((153 \pm 1 \, \text{px})\) and converting it knowing the
pixel size \((0.013 \, \text{mm/px})\) which yields a uncertainty of 1.1%. The reference for the defocusing
distance measure is taken when hand positioned item of interest appears sharp at maximum
diaphragm opening. By this mean, uncertainty on the defocusing distance is estimated to be
\( \sim 1 \, \text{mm} \), which yields \( \sim 1.3\% \). These two terms are constant over the field therefore only induce a
bias on the results. Based on measurement done on relevant reference cases, one could properly
adjust the amplification factor \( A \) thus removing the error made on geometrical measurement.

The last term \( J \) in Eq. 10 is the error ratio which may be considered as an estimation of the overall
uncertainty of cross-correlation on the signal on the integrated displacement. This term holds both
the uncertainty of the cross-correlation algorithm, and the acquisition white noise component. As
seen on Fig. 6a, maximum dispersion is held at the center of the reconstruction. On one diameter
after the nozzle, reconstructed value in the jet center is supposed to be equal to the CO density,
therefore we may consider giving an estimation of \( J \) based on the stochastic oscillations observed
on Fig. 6b. Working in steady conditions, a first temporal averaging is done on \( \delta_x \) (i.e. averaging
between the acquisition fields the same way as in Fig. 6 results processing), then the statistics is made along y. This way one can give a majorant value of \( J \) by a \( J_t \) as follow

\[
J \leq \sigma_y \left( \frac{1}{L} \int_{-L/2}^{L/2} |\delta_x| dx \right) \left/ \left( \frac{1}{L} \int_{-L/2}^{L/2} |\delta_x| dx \right)_{y} \right. = J_t
\]

(11)

Where \( < >_t \) is the temporal averaging operator and \( L \) is the field radial dimension. With \( \sigma_y \) being the standard deviation operator in the direction y, and \( < >_y \) being the spatial averaging operator in the vertical direction y.

In case of unsteady condition when temporal averaging is not possible, a higher majorant, \( J_A \) may be computed. In this case, the statistic should be formed on the ensemble of profiles of each acquisition which yields

\[
J \leq J_t \leq \sigma_{y,A} \left( \frac{1}{L} \int_{-L/2}^{L/2} |\delta_x| dx \right) \left/ \left( \frac{1}{L} \int_{-L/2}^{L/2} |\delta_x| dx \right)_{y,A} \right. = J_A
\]

(12)

Where A is the ensemble of a 100 acquisitions. Calculations yields \( J_t \sim 3.1\% \) and \( J_A = 19.1\% \). This should be compared with the order of the cross-correlation uncertainty which is about 0.1px. Considering that a value of the integration of \( |\delta_x| \) along x is \( \sim 300 \)px, it yields 16.7\% of possible PIV uncertainty. Given that PIV intrinsic noise manifests as a white noise, integration and temporal averaging should reduce considerably these value which explains the rather low \( J_t \) value. The total uncertainty on \( I \), the line of sight integrated density difference, adds up to 5.5\%. Doing so, uncertainty is only evaluated before tomography. Tomography adds its own uncertainty in the reconstruction which is quite complex to evaluate. Comparing the oscillations amplitude value (3.5\%) with \( J_t \) shows quite values which may indicate that the addition of tomography should be quite low, seemingly in the order of 1\%.

Final result uncertainty must take in account the reference temperature and pressure measurement which are used to calculate the ambient gas density and add up a low 1.2\%. Uncertainty on measured density is thus estimated to be of 6.7\% which is consistent with the 3.5\% deviation measured and the 2.3\% lower difference of density.
6. Application on an electric discharge in air

The electric discharge study is done with a top plug automobile inductive coil (BERU ZSE 041). The electrodes made of tungsten alloy E3® are of 2mm diameter with conic tip of 11.25° half angle and disposed axe aligned, with a gap of 2mm. During the discharge, voltage is recorded with a Tektronix P6015A and intensity with a LeCroy CP031 probe (Fig. 9). Delay is ensured by a pulse and delay generator (DG535, Stanford Research Systems) which synchronizes the camera, the oscilloscope and the coil. For the discharge images are recorded with a defocusing distance of \( l = -36 \text{mm} \) which yields a higher spatial limitation of \( d_{av} = 0.39 \text{mm} \). Because the overall acquisition time is shorter, the laser power is set to maximum (3W) and the intensifier gain is lower to 200 (out of 255). Images are taken 2.5\( \text{ms} \) after the breakdown, at the end of the glow phase. The heated gas is supposed to be air at ambient composition and pressure for which we apply a semi-perfect behavior. It means that perfect gas law apply and calorific capacity is temperature dependent which is taken as standard Gordon-McBride polynomial form.

![Electric signal of an electric discharge](image)

**Fig. 1:** Electric signal of an electric discharge

Working with ionized gas and considering the Gladstone-Dale constant calculation, one should first estimate electron contribution (Fomin 1998). The work of Maly (Maly 1984) estimates the glow discharge electron density to be of \( N_e \approx 2.10^{14} \text{cm}^{-3} \). The contribution to refractive index (Meidanshahi, Madanipour and Shokri 2013) on electron is given by

\[
(n - 1)_e \approx -4.46.10^{-14} N_e \lambda^2
\]  

Therefore \( (n - 1)_e = -2.52.10^{-8} \) which should be compared to difference expected with air temperature elevation of at least 700K. Given \( G_{air} = 0.2274 \text{cm}^3/g \), one find \( n_{700K} - n_{293K} = -1.63.10^{-4} \gg (n - 1)_e \) thus during glow phase electron contribution is expected to be negligible.
Furthermore, electrons contribution to refractive index is 20.5 times more than the one of ions (Meidanshahi, Madanipour and Shokri 2013). Therefore the refractive index is only supposed to depend on the neutral gas species temperature. The temperature is directly calculated from density. For enthalpy calculation, one should remember that post-tomography inversion, the field is given in cylindrical coordinates. Calculation is based on the heated mass contained in a cylindrical control volume $V$ of 4mm of radius by 4mm wide which includes the phenomena and some non-disturbed area, then with $C_p$ being the massic calorific capacity at constant pressure,

$$ H = \int_{V} (C_p(T) \ T - C_p(T_{ref})T_{ref}) \rho dV \quad (14) $$

With $\rho$ being the heated gas density. Even if tip-tip electrodes configuration is used, the discharge does not appear to be repeatable enough for consistent displacement temporal averaging. Each couple of images will then be processed without averaging which may result in a lower SNR ratio thus in a higher value of $J$ as of Eq. 12.

![Fig. 10: Results in cylindrical referential (attached to the left electrode center) of one images couple through different step of the process of vertical displacement on the electric discharge, from the displacement field (a), to the temperature (iso-100K lines) (b), to the local volumic enthalpy (iso-0.05mJ/mm^3 lines) (c), then to the local difference of enthalpy field (iso-2.10^{-5}mJ lines) (d).](image-url)
The calculation of the displacement is made without any mask, therefore the integration is performed on the electrode’s orthogonal displacement component to avoid false vector induced by their shades. However, they are materialized in order to give a spatial reference. On Fig. 8a, one verifies that the displacements are of the same order as the one of the CO₂ jet. Based on 9 images, enthalpy calculation yields \( H = 10.22 \pm 0.47mJ \) which corresponds to a 4.6% deviation.

Although no temporal averaging is done, deviation on the energy calculation is quite low. It seems to confirm the white nature of the noise, despite a \( J_e \approx 19.1\% \) for single shot acquisition on the CO₂ jet, double integration seems to have considerably lowered the dispersion.

Fig. 10d shows that at the end of the process, local enthalpy is not mainly depending on temperature close to the discharge center (i.e. axis). At this time (2.5ms), the kernel temperature is found to be quite low (Fig. 10b) which is a consequence of diffusion and expansion effect of the initial streamer. Considering the rather low temperature (Fig. 10b), volumic enthalpy and massic enthalpy are quite similar (Fig. 10c), enthalpy is only depending on temperature and therefore present the same uncertainty as the jet (Eq. (10)). Local enthalpy is heavily weighted at core by the volume term (which results in a \( 1/r \) convolution factor). Therefore enthalpy appears, as presented on Fig. 10d, concentrated in the gradient area, where as showed by Fig. 6a the noise influence is the lowest.

For the calculation of the discharge global efficiency, the electrical energy is calculated at a time \( t \) as the integral

\[
E = \int_{t_0}^{t} VI \, dt \quad (15)
\]

where \( t_0 \) is the breakdown starting time, \( V \) and \( I \) the electrical tension and intensity. Measurements for the 9 acquisition at 2.5ms, right before the discharge stop, yields \( E = 38.36 \pm 1.46mJ \). This lead to a global efficiency, which can be defined as \( \eta = H/E \), of \( \eta = 26.67 \pm 1.59\% \). The results are consistent with the orders and values found in the literature (Saggau 1981) (Teets and Sell 1989) (Verhoeven 2000). Teets (Teets et Sell 1989) with 0.5mm titanium wire in air gives a transfer efficiency of \( \eta = 23 \pm 1\% \).
7. Conclusion

In this paper we presented an experimental method for measurement of axisymmetric field of density based on BOS. The method uses recent BOS development (Meier et Roesgen 2013) with speckle as background (SBOS). We validated the SBOS measurement first on a CO, laminar and steady jet with a ±6.7% estimated maximum uncertainty, close to the ±2-3% of Elsinga (Elsinga, and al. 2004) and Hargather (Hargather and Settles 2012) and furthermore, corroborated by low experimental dispersion of ±3.5%. Then the method is extended to enthalpy variation measurement induced by axisymmetric electric discharges. The enthalpy measurement gives satisfying results, with a rather low deviation (4.6%), and are consistent with the ones found in literature (Saggau 1981) (Teets and Sell 1989) (Verhoeven 2000). This successful application of speckle-based BOS for microcalorimetry highlights the quantitative potential and resolution issues of BOS methods applied to highly instationary millimetric-dimension systems. Further work should investigates other discharge instants and configurations.
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