Data validation, interpolation and signal to noise increase in iterative PIV methods.
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ABSTRACT

The scenario for data validation and interpolation algorithms in correlation PIV is changing. In the past, these algorithms were the last steps in the measurement chain. The iterative advanced correlation PIV methods have modified this. To implement them validation and interpolation between iterations are valuable steps. In this new context, the number of outliers that are acceptable is much larger than when no measurement is done after these steps. Moreover, in the advanced PIV measurements these algorithms have to process a spatial frequency content that is notably higher. This paper offers some insight on the behaviour of two usual statistical local validation operators i.e. local mean average and local median. In addition to that a new proposal for a statistical local validation operator is given. It corresponds to a refinement of a previous version presented by the authors in 1997. The refinement adapts the algorithm to the new scenario, showing interesting performance figures. The basis of the algorithm is to implement a local operator in which only authenticated vectors participate.

Concerning the field of data interpolation, some considerations are developed concerning the way to fill the holes in the velocity map when an outlier is detected. This includes comparisons between the use of interpolation and the use of secondary correlation peaks, as an alternative approach. Examples are given in which these peaks show large uncertainty. These situations are usually related with small wavelength displacements. In this frame, the ability of image distortion techniques to increase the signal to noise ratio and accuracy of the correlation peaks is studied.

![Fig. 1 Example of vector validation and interpolation with 25% of outliers and a small spatial wavelength, \( \lambda = 9.2 \) grid nodes. The scale for the vectors is arbitrary. a) Vector field containing outliers. b) Vector field after validation and interpolation. Validation has been implemented by means of a local authentication algorithm and interpolation by a 3 by 3 nodes iterative average. With this procedure the root mean square of the error, normalized with that of the signal, is reduced from \( \text{rms}(e)/\text{rms}(s) = 0.76 \) down to \( \text{rms}(e)/\text{rms}(s) = 0.28 \).]
1. INTRODUCTION

The evolution of PIV methods has altered the requirements for data validation and interpolation algorithms. Initially, these algorithms were the last steps in the measurement chain. Vectors identified as outliers by validation algorithms were not measured again, and its substitution by a local interpolation or by secondary correlation peaks was objectionable. Consequently, to obtain a representative measurement of a vector field, a low incidence of these outliers was mandatory. Acceptable presence of them was usually considered below 5% (Westerweel 1994, Nogueira et al. 1997a, among others). In addition to that, usually the vector fields analyzed were smooth to allow proper evaluation by conventional PIV systems. In these smooth vector fields with low incidence of outliers only the presence of discontinuity surfaces, like shock waves or unresolved shear layers, did introduce extra difficulty (Raffel et al. 1992). The validation and interpolation algorithms were generally designed for a high efficiency in this scenario. Furthermore, when filling the holes where the validation had identified outliers, it was not unusual to use second or third order interpolation algorithms to give a high degree of consistency with the rest of the measured vector field.

At the present time, this has changed due to the development of advanced PIV iterative methods (Huang et al. 1993, Soria 1996, Nogueira et al. 1999, Scarano and Riethmuller 2000, Fincham and Delerce 2000, Lecordier et al. 2001, Florio et al. 2002, Rohaly et al. 2002, among others). These methods use previous measurements to adapt or improve the processing in order to obtain better ones. In this measurement chain, the validation and interpolation steps are not the last steps, but usually a way to improve the quality of an initial or intermediate guess of displacements. Some of these advanced PIV methods have proved to give excellent results even in cases with large values of velocity dynamic range and strong velocity gradients (www.pivchallenge.org).

The first step in an advanced PIV algorithm is usually designed for robustness, this means being capable of not yielding too many outliers at the cost of a low spatial resolution. Nevertheless, its application to complex flowfields and set ups may result in a high occurrence of outliers (especially in locations with large vorticity values). In this situation, validation and interpolation algorithms can improve the displacement field guess in further iterations. This enhances the adaptation of the processing for another iterative measurement step. For these initial guesses the requirements in accuracy are less exigent than for final measurements. As a consequence, in iterative PIV algorithms, the old requirement for low number of outliers (<5%) is only relevant in the last iterations.

In addition to the large values of velocity dynamic range and gradients that they can face, the advanced PIV methods aim at obtaining high resolution (Hart 1999, Nogueira et al. 1999, Fincham and Delerce 2000, Scarano and Riethmuller 2000). Consequently, the velocity field can have far more content in small spatial wavelengths that it did with conventional systems.

In sections 1 and 2, this paper offers some insight on the behaviour of usual validation algorithms in this new scenario (i.e. small spatial wavelengths and large presence of outliers).

In these sections, the vectors identified as outliers are substituted by a local average of 3 by 3 nodes. This average is performed in an iterative way (Nogueira et al. 1997a) to include the circumstance of presence of several outliers in the same 3 by 3 neighbourhood. Nevertheless, a further insight in the way these vectors can be substituted is described in section 3. This includes comparison of interpolation versus use of secondary correlation peaks. It can be observed that in case of small wavelengths, in the order of few interrogation window sizes, the quality of the peaks is seriously affected. Section 4 presents some tests about the ability of image deformation algorithms to deal with this and enhance the signal to noise ratio in the correlation domain.

2. DATA VALIDATION

Along the development of data validation, several paths have given results of interest. The different operators can be classified in two kinds: (i) global operators which use the information of the whole flow field for the validation and (ii) local operators which use just the neighbours to a certain vector for its validation.

The former ones, even though they may seem coarse, can be quite helpful in preliminary steps. They can be used in a first pass before applying the second kind ones.

Among these global operators, the selection of a minimum and maximum threshold for a vector property (modulus, direction or a certain component) is very common. This can be done by an a priori knowledge of the flow characteristics or, in a more sophisticate way, by automatic decisions taken over the global histogram (Raffel et al. 1992).

For the local operators another sub-classification can be made: (a) operators based on fluid flow properties and (b) operators based on the local statistical likelihood.

Regarding the fluid flow properties, it is worth mentioning some operators based on the divergence or vorticity of the flow (Raffel et al. 1992, Fujita and Kaizu 1995, among others). These algorithms rely on a solid base, but as the PIV methods have evolved, the flows under analysis have grown in complexity. It is now usual to find sensible out of plane components. In 2D 2C or even 2D 3C measurements, the lack of a full 3D description of the flow reduces to some degree the strength of such systems. Consequently, the application of these algorithms is constrained by the type of fluid flow.
Due to its simple conception, operators based on statistical local likelihood are more common. This paper focuses on three of them:

- The local mean in a 3 by 3 nodes neighbourhood (Raffel et al. 1992)
- The local median in a 3 by 3 nodes neighbourhood (Westerweel 1994)
- A local authenticated vector operator (refined from the one in Nogueira et al. 1997a) that is described in section 2.1.

As any local operator, these three algorithms calculate a prediction of the expected value of a certain vector based on its neighbours. The difference between this prediction and the measured vector is called residual displacement (after Westerweel 1994). This residual displacement has to be evaluated to decide if the associated vector should be validated or not. The simplest evaluation can use a fixed threshold for the whole vector field. More complex options include local estimations of the flowfield variability. An example can be found in Raffel et al. (1992), where the differences between the moving average and the vectors that take part in its calculation define a local variability of the field, $\sigma$. This is used to implement an adaptive threshold in the form: $C_1 + \sigma C_2$, where $C_1$ and $C_2$ are constants to be defined by the user. In this paper, the value of the threshold is studied for the three operators. This is performed in series of tests with different wavelengths. However, each wavelength is evaluated with a single threshold. The rationale behind this arbitrary decision is that, for small wavelengths and high content in outliers, the optimization of an adaptive threshold within each wavelength is a complex task beyond this study.

Before any evaluation of the different algorithms under study is done, some logical points can be drawn about them. The local mean performs a very good validation in presence of a few outliers and large spatial wavelengths, but as the number of outliers increases, the local prediction given by the neighbours (some of which may be outliers) becomes increasingly affected. The median gives a more coarse prediction in absence of noise. Nevertheless, it is less affected by neighbour outliers. Consequently, it gives better results than the mean, as the noise content increases. Actually, this is one of the most popular filters in image processing to reject “salt and pepper” noise, which is very similar to presence of outliers.

This line of thought leads to a further step. It would be ideal to apply an operator that only uses valid vectors. This is the idea behind the algorithm presented by Nogueira et al. (1997a). This algorithm locally evolves through the vector field trying to discriminate outliers. Thus the operator uses only what we call authenticated vectors, for its prediction of a displacement. The difficulty here rests in trying to reduce false authentications to the minimum. The objective of the algorithm designed in 1997 was only to overcome the problem of presence of discontinuities in smooth vector fields with few outliers. The change of scenario to small wavelengths and high number of outliers imposes a refinement in the algorithm that is further described in subsection 2.1.

2.1 Refinement of the local authentication algorithm.

Exhaustive test on this kind of algorithm in presence of small wavelengths and high percentage of outliers has lead to subtle but important refinements in reference to the version in Nogueira et al. (1997a). The result is a simpler version, which gives substantially better output. This refined algorithm is based on the following two considerations:

- The 1997’s local operator calculated a high number of local predictions for each position, based on neighbours. This gives an excessively high probability of validating an outlier. In this version, the number of local predictions has been drastically reduced.
- The local mean and median in a 9 by 9 nodes neighbourhood have a first order or almost first order built-in character. To make predictions comparable to those, first order guesses are required. This point is further clarified below.

With these two considerations, the algorithm has been refined into the ensuing steps:

First step (identical to that in Nogueira et al. 1997a), is to identify a zone of local coherence. This is performed by calculating the following value for each grid node:

$$ val = \frac{\sum |\vec{v}_i - \vec{\theta}_0|}{\sum |\vec{v}_i|} $$ (1)

Where $|\vec{v}|$ is the vector module. In this expression $\vec{\theta}_0$ refers to the eight closest neighbour vectors to the grid node which velocity is $\vec{\theta}_0$ and to which $val$ will be assigned. The location where this value reaches a minimum indicates a zone where vectors reach some degree of uniformity and therefore a neighborhood where vectors are coherent.

Second step is to evolve across the vector field identifying all the vectors coherent with the one found in the first step. This is done by checking all the neighbors that differ less than the chosen threshold from any of a set
of predictions. Here the set of predictions has been reduced in respect to those of the previous version. The maximum number of predictions then was 255 (only when all the surrounding vectors were authenticated). It is now reduced to a maximum of 5:

• One local average. Instead of checking the average of all the combination of \( n \) of the already validated vectors among the 8 neighbors that surround the one to be validated, only one average is checked. This average is that of all the vectors already validated among the 8 neighbors. As the number of validated vectors grows, this check is repeated in consecutive cycles. This may mean more and different checks on a single location; nevertheless, some of the checks with less number of vectors are avoided in respect to the previous version. This has been observed to improve the results in the case of high incidence of outliers and small spatial wavelengths.

• Four linear extrapolations. As already commented, at least a first order prediction is needed for results comparable to those of the mean and median. Here the 4 first order extrapolations depicted in figure 2 are checked with the vector to validate, if the associated vectors are validated. The reason for an extrapolation instead of an interpolation is that growing areas usually arrive to the vector to validate from one “side” instead of from the whole perimeter. In consequence, this extrapolation is needed to match the built-in character of first order prediction of the mean and almost first order of the median with 8 neighbours. Of course, occasionally it happens that the whole perimeter is used in the local average described in the previous point, but this will happen only after several “side” predictions have validated the neighbours. Extrapolation, when possible, provides these “side” predictions with the first order approximation requirement. Although extrapolation is more risky than interpolation, the tests in this paper show a good behaviour of this operator. An additional advantage is the predictable good performance on the edges of the vector field where the whole perimeter of the nodes is not available.

![Fig. 2. Location of the 4 first order extrapolations in the validation of the vector in grid node X. The figure represents a 5 by 5 grid nodes neighbourhood. Each of the four couples marked with A, B, C and D respectively are the values to extrapolate a prediction on location X.](image)

As new grid nodes are found to be coherent with the previous ones, the zone is expanded, and the check is repeated with all the neighbors to the authenticated vectors, i.e. those validated as coherent with the zone under study. When it does not add any new vector this step ends.

It can be argued that in this way, the mean and median operators are using only the 8 neighbours while this operator is using the 12 closest neighbours. To identify whether the improved performance of this algorithm was due to this fact, a test was done adding this prediction to the mean and median algorithms and no significant improvement was detected. In the rest of the paper usual 8 neighbours median and mean are used for clarity.

Third step is to repeat the first and the second steps on the remaining vectors. Each time that the third step is reached, the fully identified coherent regions in the second step are tagged. These tagged vectors are not used at all in the validation of subsequent regions. This is another difference in respect to the previous version, where these vectors were checked for coherence when evaluating other regions and, eventually, coherent regions were allowed to merge. This reduces the possibility of validating outliers.

After this step is fulfilled, several coherence domains are obtained. In a flow with discontinuity surfaces a coherence domain is expected to arise at each side. In a random vector region several domains containing a few vectors is what is expected.

Fourth step is to validate the domains with an appreciable number of vectors while the ones with a few are rejected. An estimation of the number of vectors that conforms a domain to validate is usually easy to set. The lower limit of such number corresponds to the maximum number of vectors that may constitute a coherent error. The upper limit would correspond to the minimum number of vectors that constitutes a flow field area behind a discontinuity. In general any number between these two limits is valid.
The order of magnitude of these limits can be sketched as follows. The maximum number of vectors that may be correlated with in a coherent error is related to the size of the interrogation window of the PIV system. This is usually smaller than 64 by 64 pixels. On the other hand, the images are usually larger than 640 by 640 pixels. Consequently, the threshold can be set to 1% of the total number of vectors. Smaller features in the flow separated by discontinuities or larger window sizes are not usual, and should be treated with a special setup.

Usually this value can be changed up to 10% without noticeable difference, as it is not usual to try to depict such small zones behind a discontinuity. Although quite general, these cannot be universal recommendations as flow field configurations and PIV parameters can be very diverse. One example is the characterization of a lambda shock wave near a wall, where the lambda zone can be relatively small.

Any vector statistically non-coherent with its neighbours has to be eliminated with the proposed algorithm, unless they are many, grouped and coherent, something very unlikely. Anyway, an algorithm should check for this circumstance afterwards. The performance of this algorithm compared with those of the mean and median is tested in sections 2.2 and 2.3.

2.2 Performance of the local operators over velocity fields with no discontinuities.

A first evaluation and comparison of the performance of these algorithms has been performed over vector fields like the one depicted in figure 1. In these fields, combination of sinusoidal functions of a certain wavelength, \( \lambda \), define vortical structures of half the wavelength in size. The particular displacements, \( s_x \) and \( s_y \), follow expression (2):

\[
\begin{align*}
    s_x &= -A \cos(2\pi x / \lambda) \sin(2\pi y / \lambda) \\
    s_y &= A \sin(2\pi x / \lambda) \cos(2\pi y / \lambda)
\end{align*}
\]

where the spatial coordinates \( x \) and \( y \) are measured in the same units than the wavelength. The amplitude, \( A \), is arbitrary and will be use to normalize results.

Once the vector field is defined, a certain percentage of vectors are substituted by others with random values for each component within the same \( A \) to \(-A \) limits. For simplicity, all these false vectors are named in the rest of the paper as outliers. Nevertheless, a small percentage of them may be coherent with the surrounding vectors just by chance.

The components of these outliers have been arbitrarily limited to the \( A \) to \(-A \) range to depict a situation in which a global operator has already been implemented. In the ideal situation after such an implementation, all the vectors with larger component values have already been corrected. In consequence, local validation is needed for further refinement of the measured vector field.

Sets of tests were run for these conditions. Non-validated vectors were substituted using the iterative local average of 3 by 3 grid nodes commented in the introduction. In these tests, the root mean value of the error \( \text{rms}(e) \) has been normalized with that of the displacement vectors \( \text{rms}(s) \). To evaluate the performance of the different local validation algorithms, significant ranges of \( \lambda \), percentage of outliers, and threshold values were covered. The information obtained in this way is depicted in several plots in the rest of this subsection.

A first important parameter is the minimum \( \text{rms}(e)/\text{rms}(s) \) obtained by each algorithm for each wavelength and content in outliers. This is plotted in figure 3.

These results correspond to different values of the threshold that evaluates the residual displacement at each percentage of outliers and wavelength. The optimum threshold value is smaller for larger wavelengths and smaller content in outliers. In all the cases, its variations with the wavelength were significant while that with the content in outliers was not. These variations ranged from 23% to 65% for the mean operator; from 11% to 66% in the case of the median operator and from 4% to 37% in the case of the authentication operator. The \( \text{rms}(e)/\text{rms}(s) \) in
each field before the validation algorithms was applied is independent of the wavelength. Its value as a function of the percentage of outliers in these vector fields is presented in table 1.

<table>
<thead>
<tr>
<th>Percentage of outliers</th>
<th>5%</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
<th>25%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{rms(e)}/\text{rms(s)}$</td>
<td>0.33</td>
<td>0.47</td>
<td>0.57</td>
<td>0.66</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 1. $\text{rms(e)}/\text{rms(s)}$ as a function of the outliers content before validation, in the present paper.

In a real vector field, a large range of wavelengths would be simultaneously present. Consequently, the variation of the optimum threshold value with the wavelength is an important issue. To illustrate this, the variation of the $\text{rms(e)}/\text{rms(s)}$ in the particular case of 25% of content in outliers is depicted in figure 4 as a function of the threshold value and the wavelength. The behaviour is qualitatively similar for the rest of tested wavelengths.

![Fig. 4. Performance of local operators as a function of wavelength and the validation threshold at 25% content in outliers.](image)

It can be observed that this variation is smaller for the case of the authentication operator. But this does not define a better behaviour, as it is apparent that the sensitivity to this parameter is also larger for this operator at all wavelengths. A test to evaluate whether the relation between these variations is favourable or not is to select a fixed threshold value for all cases. It is clear that the extreme situation corresponds to small wavelength and large content in outliers. Consequently, the optimum value of the threshold for each operator at small wavelength and large content of outliers has been chosen. These values are 66% of $A$ for the mean, 65% of $A$ for the median and 42% of $A$ for the authentication algorithm. In this last case, due to the stepped change in performance at one side of the real minimum at 37% (see figure 4); a margin of 5% has been included. The results of this new test have been plotted in figure 5.

![Fig. 5. Performance of local operators, as a function of wavelength and the percentage of content in outliers, for a fixed validation threshold. This threshold corresponds to almost the optimum at small wavelength (66% of $A$ for the mean, 65% of $A$ for the median and 42% of $A$ for the authentication algorithm).](image)

The authentication algorithm clearly shows better performance. Back to figure 4, it can be appreciated that this behaviour, better than that of the median, appears for a validation threshold value in the range from 37% up to 47%. This means a range of 10% where the authentication algorithm performs better than the median algorithm right at its best performance. The much-stepped growth of error of the authentication algorithm at low threshold values, even for small wavelengths, indicates that one must be careful on this. Although it could be considered a difficulty, it has also the advantage of indicating whether the selection of the threshold is correct or not.
As a conclusion of this subsection, authentication gives better results as expected, but at the cost of higher computing time and a more complex coding. Additionally, some care should be taken with the selection of the threshold, as the optimum performance rests close to a stepped worsening of performance for lower values of the threshold; although this last part may be used also as a key to automatize its selection. It should also be said that the increase of computing time is not relevant compared with the advanced PIV processing.

This better performance is a side effect if we consider that the real reason to develop this algorithm is the presence of discontinuities in the vector field to validate. Next subsection studies in detail the differences of performance in presence of a discontinuity in the flow field.

2.3 Performance of the local operators over velocity fields with discontinuities.

It is not unusual to observe PIV applications where a shock wave or an undersampled shear layer produces a discontinuity in the vector field. As the PIV methods grow in capabilities, these situations are more common. Validation in these situations introduces an extra difficulty. It can be expected that mean or median filters that do not discriminate vectors belonging to one or other side of a discontinuity would have a difficult task when validating in the discontinuity. The authentication operator, on the other hand, is expected to have a smaller increase of difficulties. To check this idea, a velocity step function has been added to the field used in the previous subsection. i. e. a vertical velocity of value $A$ has been added to the left half of the flowfield, while a vertical velocity of value $A$ has been subtracted to the right half. A detail of the resulting vector field is depicted in figure 6 for illustration.

![Fig. 6 Example of vector validation and interpolation with 25% of outliers and a discontinuity in the flow field ($\lambda = 29.2$ grid nodes). The scale for the vectors is arbitrary. a) Vector field containing outliers. b) Vector field after validation and interpolation. Validation has been implemented by means of a local authentication algorithm and interpolation by a 3 by 3 nodes iterative average.](image)

For this case, the $\text{rms(s)}$ has been calculated in respect to the mean value for each half. This gives the same magnitude than in the case of section 2.2, obviating the step function. This is coherent with the usual interest on the variations of the flowfield at both sides. In this subsection, the value of the $\text{rms(e)}/\text{rms(s)}$ only includes the two columns of vectors at both sides of the discontinuity. This is so because the behaviour in the rest of the vector field is similar to that already described in the previous subsection. For these localized, but interesting zones, the analysis of the previous subsection was repeated. Similarly to figure 3, the minimum $\text{rms(e)}/\text{rms(s)}$ obtainable when varying the threshold value, for each wavelength and contents in outliers, is depicted in figure 7.

Like in the previous subsection, the optimum threshold value for each case is generally smaller for larger wavelengths and smaller contents in outliers. The variations of this value ranged from 110% to 155% for the mean operator; from 95% to 150% in the case of the median operator and from 25% to 85% in the case of the
authentication operator. Nevertheless, differently to the previous subsection, the variation of the \( \text{rms(e)}/\text{rms(s)} \) as a function of the threshold value was small near this minimum in every case.

![Figure 7](image1)

**Fig. 7.** Best possible performance of local operators as a function of wavelength and percentage of outliers content at both sides of a discontinuity of amplitude 2\(A\), in fields following expression (2).

The problem arises when it is taken into account that these values for the threshold are very different to those used to validate the rest of the flowfield, especially for the mean and median algorithms. Consequently, a test similar to that in figure 5 has been run. The value of the threshold was fixed to the same values than in the previous subsection (66\% of \(A\) for the mean, 65\% of \(A\) for the median and 42\% of \(A\) for the authentication algorithm). These values allow finding out the behaviour of the operators when they arrive to a discontinuity from validating each side of the flowfield. The results are plotted in figure 8. A local adaptation of the threshold is always possible but a good behaviour without it implies fewer problems when developing such adaptive routine.

![Figure 8](image2)

**Fig. 8.** Performance of local operators, as a function of wavelength and for several percentages of content in outliers, for a fixed validation threshold (66\% of \(A\) for the mean, 65\% of \(A\) for the median and 42\% of \(A\) for the authentication algorithm) at both sides of a discontinuity of amplitude 2\(A\), in fields following expression (2). This threshold corresponds almost to the optimum at small wavelengths in figures 3 and 4.

The conclusion of this section is that the local authentication algorithm shows interesting performances. Nevertheless, a certainly more complex coding than the mean and median operators is behind its simple concepts. More research is still needed to ascertain comparison with local median and mean multipass iterative schemes and in presence of different kinds of discontinuities within the flow field.

### 3. Interpolation and Multiple Peak Evaluations.

To substitute the outliers detected by the validation algorithm, the two usual options are: (a) to interpolate a value using the neighbours or (b) to use secondary peaks from the correlation plane. It seems clear that interpolation in a situation where a large number of outliers arise cannot be accurate, but in this scenario, it is also possible that the distortion on secondary peaks gives also a peak location error. To establish a comparison on performance of both techniques, a particular case related to the fields already used for validation is tested here. It is not an exhaustive research but can throw some light in the subject.

For this task, a couple of synthetic images was generated. They contain no noise except for the discretization of the 8 bits square pixels. In these images, all the particles have gaussian shape with the same brightness (grey level of 100 out of the 255 possible) and size (\(e^2\) diameter, \(d = 2\) pixels). The mean distance between particles is \(\delta = 2\) pixels. The grey level was added on those particles overlapping. In this situation, it is expected that only the
The chosen displacement field was that of the expression (2) with a wavelength, \( \lambda = 16.4 \) grid nodes and an amplitude of \( A = 4.5 \) pixels. The selected grid spacing was \( \Delta = 4 \) pixels (i.e. \( \lambda = 65.6 \) pixels). The size of the interrogation window used was \( F = 16 \) pixels.

In this situation the first and second highest correlation peaks at the central 9 by 9 pixels zone in the correlation plane were chosen. Consequently, a scenario like the one depicted for validation in section 2.2 results, where no component can be larger than 4.5 pixels. The presence of outliers was considered when the second peak was closer to the real displacement than the first. Further peaks were not considered for clarity. This gives a figure of 16% of outliers.

The outliers in the displacement measurements were corrected in two different ways: (i) by using the second correlation peak. (ii) by means of an iterative 3 by 3 pixels moving average. A portion of this image is given in figure 9.

Owing to the small wavelength and the large gradients the error in the measurement, considering always the main peaks, was \( \text{rms}(e)/\text{rms}(s) = 0.57 \). The one obtained supposing a perfect validation algorithm and substituting all the outliers by the second correlation peak is \( \text{rms}(e)/\text{rms}(s) = 0.42 \). In this particular case, the alternative solution of iterative 3 by 3 local average gives a figure of \( \text{rms}(e)/\text{rms}(s) = 0.36 \).

It can be observed that the distortion of the position of the PIV correlation peaks can be severe in situations where a high resolution is needed. It can also be observed that not only at outlier positions, but also the first peak, can be seriously distorted. Consequently, it seems like interpolation of higher than first order in intermediate steps of an advanced algorithm would not represent necessarily an improvement. In conclusion, the use of secondary
correlation peaks or high order interpolation schemes in complex flowfields is as objectionable as a simple first order interpolation.

The squareness present in figure 9 measurements is a feature that may appear in a single pass PIV systems (Nogueira et al. 2002). It is not related to peak locking but to the displacement fields themselves (it can be observed that in this case the rms(e) in the initial measurement corresponds to 1.8 pixels, far from subpixel errors). It appears when the wavelength is less than a few interrogation window sizes, especially close to twice the size of the window. It is more apparent with high interrogation window overlapping and high seeding density of small monodisperse particles. It can be reduced by the use of weighting functions on the interrogation window or lowpass filters in the output. In these cases, care should be taken to reduce the spurious high frequencies raised by the squareness without losing too original much signal. Iterative advanced algorithms are especially sensitive to these choices but, correctly set, they can give accurate results. This can be appreciated in figure 10a. In this figure the analysis of the previous PIV couple of images has been performed by means of LFC-PIV (Nogueira et al. 2001b). The result gives a figure of ms(e)/rms(s)= 0.11 with $F = 64$ pixels. This indicates that the results in figure 9b are not produced by errors in the definition of the PIV images; the distorted position of the correlation peak is given by the velocity field. Also a conventional single pass PIV with $F = 16$ pixels has been applied over an image with a displacement field of larger wavelength $\lambda = 131.2$ pixels (this implies a “vortex” of 65.6 by 65.6 pixels). The output is presented in figure 10b. It gives an rms(e)/rms(s)= 0.14, showing that the conventional PIV algorithm is performing correctly for large wavelengths.

![Fig. 10 Performance related to the comments on the squareness of the vortical structures in figure 9. a) LFC-PIV, F = 64 pixels, measurement of the images corresponding to a displacement field of expression (2) with $\lambda = 65.6$ pixels. b) Single pass conventional PIV, F = 16 pixels, measurement of images corresponding to a displacement field of expression (2) with $\lambda = 131.2$ pixels.](image)

The example here depicted about the distortion on the location of the correlation peaks is just an example. To give a more complete picture it would be useful to study situations where only a large gradient is present (like a single vortex). Also the situation with a discontinuity in the flow field can be of interest. At both sides of a discontinuity the interpolation operator would arrive to a complex situation while the secondary peaks could have added little difficulty to a normal situation.

4. ENHANCEMENT BY MEANS OF IMAGE DEFORMATION.

The measurement in a PIV system is mainly based in the identification of a peak in the correlation. About this identification, two points are important in the performance of the PIV system:

- The noise level. Under many circumstances, secondary peaks can become even larger than the correct one. Some sources of these spurious peaks are the noise in the PIV images, the displacement gradients within the interrogation window and the presence of spurious correlation between first and second images of different particles in the PIV frames to correlate.

- The location of the peak itself. As commented in the previous section and in Nogueira et al. (2002), the displacement gradients within the interrogation window can produce main peaks which correspond to a real displacement but not to the one searched (i.e. the one that corresponds to the center of the interrogation window).

The iterativeness of the advanced PIV methods was initially designed to achieve a signal to noise enhancement. This is focused mainly in reducing problems related to the first point. But, as the noise characteristics are generally unknown and the spurious correlation of particles cannot be avoided in correlation, the focus is to increase the
signal peak instead of reducing these noise sources. The first approach was the shifting of the interrogation windows. This increases the signal to noise ratio by reducing the in-plane loss of particles between correlating windows. More recently, image deformation algorithms have aimed at reducing also the displacement gradients within the interrogation window. This gives very valuable improvements when dealing with features with small wavelengths. A comparison of signal to noise enhancement has been performed in the particular case of the previous subsection (λ = 65.6 pixels). The local signal to noise (S/N) ratio from Nogueira et al (2001b) has been used:

\[
\frac{S}{N} = \frac{\text{Signal peak} - \text{Average value}}{\text{Highest noise peak} - \text{Average value}}
\]  

(3)

In this expression the average value is obtained in the correlation domain averaging all the values smaller than the smallest of both peaks defined. The peak closest to the real displacement, out of the two main ones, has been arbitrarily defined as signal peak. Three situations are analyzed for 16 by 16 pixels windows: (a) No shift between windows. (b) Discrete shift of windows. (c) Compensation of the particle pattern deformation by image distortion. The results are plotted in figure 11.

Fig. 11. Analysis of the signal to noise ratio in a couple of PIV images corresponding to the displacement field in fig. 9a. s/n ratio code for the different grid nodes: >2 - White; 2 to 1 - Grey; <1 - Black. (a) No shift of interrogation windows. (b) Only discrete shift of interrogation windows. (c) After Compensation of the particle pattern deformation.

In this figure, the places with s/n < 1 mean that the second peak is closer to the real displacement than the first peak. The outstanding performance of case c) is to be expected as the synthetic images contained negligible noise. It is relevant to observe that for small wavelengths, the improvement in case b) respect to case a) is modest.

The second issue in this subsection, i.e. the location of the correlation peak, is closely related to the previous one. Nevertheless, it corresponds to a different concept. It comes from correct correlation of images of the same particle in the couple of PIV images. The problem here is that due to the displacement gradients within the interrogation window, a displacement different to that in the center of the window is obtained as main peak giving the poor result presented in figure 9b. The shift of the interrogation windows does not clearly improve these results. Therefore, to correct this behaviour some other techniques have to be used. Weighting the interrogation window can improve results (Nogueira et al. 2001b), but a much more effective way is again the compensation of the particle pattern deformation by means of image deformation.

About the way this compensation is performed, two different approaches depicted in figure 12 are offered:

Fig. 12. Two extreme ways in the implementation of the compensation of the particle pattern deformation. (a) Distortion using only the grid nodes of the window corners, (b) using all the grid nodes at high overlapping. Only some displacement vectors are plotted in the second way for clarity.

(a) The deformation of the interrogation window based on its size F: only the displacements at the corners are used (a more complete version would use up to 9 grid nodes at 50% of overlapping). In this way the possible instabilities coming from image distortion iteration are avoided (Nogueira et al. 2002), but the correction of gradients is limited by the use of few points.
Based on the grid distance, $\Delta$, with high overlapping: in this case, special care has to be taken about instabilities and to control the frequency response of the PIV that allows for description of wavelengths smaller than the interrogation window (Nogueira 1997b, Nogueira et al. 1999 and 2001b). On the other hand, the compensation of the particle pattern deformation is less limited. With this technique, results like the one presented at figure 10a can be obtained for even much smaller wavelengths (Nogueira et al. 2001b).

As a conclusion of this section, it seems that image distortion is a good way of dealing with small wavelength features. This explains why its first implementations focused on dealing with large gradients (Huang et al. 1993, Jambunathan et al. 1995, among others) have been recuperated in the actual advanced PIV methods to deal with small wavelengths (Nogueira 1997b, Nogueira et al. 1999 and 2001b, Scarano and Riethmuller 2000, Fincham and Delerce 2000, among others).

6 CONCLUSIONS
The scenario for the application of data validation and interpolation has evolved recently. Now, the processing of vector fields with a large content in outliers and presence of small wavelength features is important for intermediate steps of advanced PIV methods.

Within this frame, a refined version of a validation algorithm presented by the authors in 1997 has been proposed in this paper. The performances of this algorithm confirm that evolving through the vector field authenticating the vectors to be used by a local validation operator is an interesting strategy.

The algorithm proposed following this philosophy presents better performances than the usual mean and median operators, especially in presence of discontinuities in the flow according to the tests performed.

The counterpart is a certainly more complex coding.

Once the validation has been performed, the identified outliers have to be substituted. About vector substitution, in the above-mentioned scenario, some ideas have to be taken into account. Performance in particular cases show that a first order interpolation, using the neighbours to the vector to substitute, can be a better option than using the secondary correlation peak for the substitution.

Furthermore, it is easy that the first peak location is so much deviated that interpolations of higher than first order would not mean an advantage.

Finally, section 4 indicates that in order to obtain an acceptable measurement in presence of these peak location errors, window shift is not enough; it requires image deformation. In consequence, image deformation does not only increase the signal to noise ratio, but also removes peak location errors coming from the PIV non-linearity.
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